Topography and Crop Management Are Key Factors for the Development of American Leaf Spot Epidemics on Coffee in Costa Rica
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ABSTRACT


We monitored the development of American leaf spot of coffee, a disease caused by the gemmiferous fungus Mycena citricolor, in 57 plots in Costa Rica for 1 or 2 years in order to gain a clearer understanding of conditions conducive to the disease and improve its control. During the investigation, characteristics of the coffee trees, crop management, and the environment were recorded. For the analyses, we used partial least-squares regression via the spline functions (PLSS), which is a nonlinear extension to partial least-squares regression (PLS). The fungus developed well in areas located between ±1,100 and 1,550 m above sea level. Slopes were conducive to its development, but eastern-facing slopes were less affected than the others, probably because they were more exposed to sunlight, especially in the rainy season. The distance between planting rows, the shade percentage, coffee tree height, the type of shade, and the pruning system explained disease intensity due to their effects on coffee tree shading and, possibly, on the humidity conditions in the plot. Forest trees and fruit trees intercropped with coffee provided particularly propitious conditions. Apparently, fertilization was unfavorable for the disease, probably due to dilution phenomena associated with faster coffee tree growth. Finally, series of wet spells interspersed with dry spells, which were frequent in the middle of the rainy season, were critical for the epidemic development. The broad host spectrum of the fungus also argues against any specific resistances. However, different degrees of susceptibility have been detected among commercial Arabica cultivars. Cultivars derived from the Timor Hybrid apparently are more susceptible than the others. Nonetheless, as soon as environmental conditions, especially humidity, approach optimum for the fungus, the differences in susceptibility lessen (43). Current control methods are fungicide based. Bordeaux mixture was used first, then lead arsenate, which subsequently was banned and replaced by triazoles such as cyproconazole (12,23,43). Alkalinization of fungicide solutions makes them more effective, probably because it helps to inhibit oxalic acid, a key factor in Mycena citricolor pathogenicity, which is particularly involved in digesting the cell walls of the host (29–31,43,44). Fungicides are usually expensive, which limits their use in a crisis period. Moreover, chemical control is not always very effective, particularly when extremely humid conditions prevail.

The purpose of this study was to help to identify factors conducive to the development of American leaf spot disease on coffee in order to improve its control. The study focused on
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topographical factors and cropping systems. The fact that this disease is considered to be particularly serious in Costa Rica could have something to do with the cropping systems used in that country, which are among the most intensive in the world.

**MATERIALS AND METHODS**

**Agrobiological context of the study.** For almost 30 years, coffee grown in Costa Rica has produced some of the highest yields in the world (10,16,35). The generalized use of dwarf cultivars since the 1960s, primarily Caturra and Catuai, led to planting densities being multiplied three- or four-fold, and it was a decisive step toward nonmechanized intensification of the crop (10,16,35). Indeed, by changing cultivars, it became possible to apply other agricultural techniques that were well suited to those cultivars and typical of intensified Costa Rican coffee growing, such as reducing or removing shade trees, planting two or three coffee trees per planting hole, intensive input use, especially fertilizers and herbicides, and the introduction of elaborate pruning systems. Of course, depending on the knowledge of the farmers and their economic resources, those techniques are often only partially applied. Consequently, cropping systems have always been quite varied. Cropping system diversity increased even further recently, with the slump in coffee prices. Indeed, on some plantations, there have been obvious transformations in the cropping systems, notably with a return to moderate shading, usually providing suitable conditions for quality coffee production and prolonging the life span of the coffee trees (16).

In Costa Rica, Arabica coffee is grown at a wide range of altitudes (mainly between 600 and 1,900 m). Rainfall volumes and distribution are very variable, due to various oceanic influences affecting the country (strong Pacific influence in the west, with a very marked dry season, and strong Caribbean influence to the east, with a short dry season) (7). Therefore, there is substantial diversity in the production situations (11).

**Methodological approach.** The methodological approach chosen was a survey. It is a method that is particularly adapted to studying epidemics whose development depends on a large number of factors, particularly crop management. Thus, it has been used to study plant diseases in groundnut in West Africa (36), rice epidemics whose development depends on a large number of factors, particularly crop management. Thus, it has been used to study plant diseases in groundnut in West Africa, with a short dry season) (7). Therefore, there is substantial diversity in the production situations (11).

**Sampling methods.** Our study is based on a characterization of 57 commercial plots comprising 10 rows of 10 coffee trees each. Their area was between ≈100 and 300 m², depending on the planting density. The plots were monitored between March 2002 and January 2004. The survey was conducted in locations particularly exposed to *M. citricolor*. Sampling was carried out in such a way as to cover a wide range of production situations (11), including most of the coffee-growing regions in Costa Rica. Several locations, which mainly differed in their altitude, were chosen in each region. Then, in each location, we selected commercial plots (usually three) that had different cropping systems (Fig. 1). In the first year, 48 plots were chosen by that approach in four regions (12 per region): Western Valley, Central Valley, Coto Brus, and Tarrazú. In 2003, several growers did not want to participate in the study and their plots were excluded. The survey was continued on a sample of 43 plots: 34 plots already observed in 2002 (6, 10, 7, and 11 from the Western Valley, the Central Valley, Coto Brus, and Tarrazú, respectively) and 9 new plots (3, 2, 1, and 3 from the Western Valley, the Central Valley, Tarrazú, and Turrialba, respectively). The last was a region not sampled in 2002 (Fig. 1). Thus, the survey covered 91 plot-year individuals, 68 of which could be considered as pseudo-replications (34 replicated plots).

Five coffee trees were marked in a zigzag inside each plot. When several coffee plants were planted in the same hole, they were considered as a single coffee tree. On each of those marked coffee trees, three branches were identified at three different storeys. Some of the variables measured were evaluated on the marked trees and branches, as described below.

**Disease predictors.** The disease predictors measured or observed during the survey involved the environment (Table 1), crop management (Table 2), and certain characteristics of the coffee trees (Table 3).

The environmental variables were rainfall, topography, and soil (Table 1). Readings from 21 rain gauges installed near the study plots were used (generally one rain gauge for three plots). Rainfall was calculated for three periods of the year: (i) the start of the rainy season, from March to the first fortnight in June; (ii) the short dry period, corresponding to a period of lower rainfall inside the rainy season, from the second fortnight in June to the end of August; and (iii) the end of the rainy season, from September to December (Fig. 2). Annual rainfall also was calculated. The topography, which influenced temperature and humidity values in the plantation, was characterized by the altitude, slope inclination, and slope aspect. In addition, for each plot, we analyzed a composite soil sample taken just before the start of the rainy season near the five marked coffee trees (two subsamples per tree). The analyses focused on nutrients or soil characteristics essential for coffee growing (pH, K, Ca, Mg, organic matter, sands, and clays) (27). Nutritional factors also seemed to influence the development of the genus *Mycena* in general (33,45).

Crop management variables involved the structure of the plots, which was generally stable over time, and cropping practices which could change from one year to the next (Table 2). Data on the cultivar (Caturra or Catuai only), the number of weeding rounds (chemical or mechanical), the number of fertilizer applications (to the soil or to the leaves), and the number of soil improvement operations were obtained from the farmers. Although farmers were asked not to treat the study plots, some of them applied fungicides; consequently, fungicide use also was recorded. The distance between coffee trees in the planting row and the distance between rows were assessed by measuring the distances between the five marked trees and their neighboring trees. The shade percentage also was assessed on each marked coffee tree, with the help of a spherical densiometer used to measure forest overstory density (24). Two measurements were taken per year, at the beginning of the rainy season (May to June) and during the harvest (November). The means per plot and per year...
were used for the analyses. The shade trees in the plot also were identified. Four categories of shade were established: only legumes, banana plants and legumes only, banana plants and other plants, and fruit or forest trees only. An additional category was established for plots without shade. Moreover, the number of coffee plants per planting hole was assessed for the five marked trees. Last, the pruning system applied also was noted. The pruning systems could be grouped into three categories depending on layout and the number of coffee trees on which the same pruning technique was applied. Pruning could be applied tree by tree, depending on the needs of each tree; by row, in accordance with a clearly established pruning plan; or by block of coffee trees, containing several rows, when all the coffee trees were exhausted. The types of pruning varied. However, cutting back, which consists of totally removing all branches and leaves, was a common practice. An additional category was established for plots without a pruning system.

The marked coffee trees were characterized by their age, trunk circumference at ground level (which is a sign of vigor), their height, and their architecture by counting the number of orthotropic stems (Table 3).

**Disease variables.** *M. citricolor* attacks were monitored on the marked branches. Five observations were carried out in general during each year: at the beginning of the rainy season (May to June), just before the harvest (August), at the beginning of the harvest (September to October), during the harvest (November; observation not carried out in 2002 in the Central Valley), and toward the end of the harvest (December to January). On each inspection, the number of young diseased leaves and the number of lesions were counted. The criterion used to define the age of the leaves was a very short internode that forms during the dry season. Old leaves were located between the base of the branch and the short internode. Young leaves, from the current year, were located between the short internode and the tip of the shoot (1). Old leaves bore the residual inoculum of the earlier epidemic. That inoculum helped to trigger the subsequent epidemic on young leaves (43). Therefore, it was possible to separate different epidemics by identifying the age of the leaves. These observations led to the calculation of two variables: the annual maximum incidence (*Imax*, maximum percentage of diseased young leaves

TABLE 1. Description of environmental variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unit</th>
<th>Range of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall</td>
<td>mm</td>
<td>418–1,392</td>
</tr>
<tr>
<td>Beginning of the rainy season</td>
<td>mm</td>
<td>525–1,142</td>
</tr>
<tr>
<td>Short drought</td>
<td>mm</td>
<td>904–2,385</td>
</tr>
<tr>
<td>End of the rainy season</td>
<td>mm</td>
<td>1,937–4,587</td>
</tr>
<tr>
<td>Annual rainfall</td>
<td>mm</td>
<td>1,937–4,587</td>
</tr>
<tr>
<td>Topography</td>
<td>m</td>
<td>950–1,785</td>
</tr>
<tr>
<td>Altitude</td>
<td>%</td>
<td>2–70</td>
</tr>
<tr>
<td>Slope inclination</td>
<td>%</td>
<td>2–70</td>
</tr>
<tr>
<td>Slope aspect</td>
<td>Degree (N = 0 or 360, S = 180)</td>
<td>0–355</td>
</tr>
<tr>
<td>Soil</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td>…</td>
<td>4.3–6.6</td>
</tr>
<tr>
<td>K</td>
<td>Cmol (+)/liter</td>
<td>0.11–1.20</td>
</tr>
<tr>
<td>Ca</td>
<td>Cmol (+)/liter</td>
<td>0.33–14.6</td>
</tr>
<tr>
<td>Mg</td>
<td>Cmol (+)/liter</td>
<td>0.23–2.57</td>
</tr>
<tr>
<td>Organic matter</td>
<td>%</td>
<td>3.48–16.10</td>
</tr>
<tr>
<td>Sands</td>
<td>%</td>
<td>19.7–76.5</td>
</tr>
<tr>
<td>Clays</td>
<td>%</td>
<td>5.5–62.4</td>
</tr>
</tbody>
</table>

TABLE 2. Description of crop management variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Range of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultivar</td>
<td>Caturra or Catuai</td>
</tr>
<tr>
<td>Distance between coffee trees</td>
<td>0.73–1.40 m</td>
</tr>
<tr>
<td>Distance between rows</td>
<td>1.10–2.26 m</td>
</tr>
<tr>
<td>Planting density</td>
<td>3.33–10,629 coffee trees ha⁻¹</td>
</tr>
<tr>
<td>Number of coffee plants per hole</td>
<td>1–4</td>
</tr>
<tr>
<td>Shade percentage</td>
<td>0–65</td>
</tr>
<tr>
<td>Shade type</td>
<td>Legumes only, bananas with legumes only, bananas with other plants, fruit or forest trees only, or no shade</td>
</tr>
<tr>
<td>Coffee tree pruning system</td>
<td>Per tree, per row, per plot, or no pruning</td>
</tr>
<tr>
<td>Annual number of leaf fertilizations</td>
<td>From 0 to 4</td>
</tr>
<tr>
<td>Annual number of soil fertilizations</td>
<td>From 0 to 4</td>
</tr>
<tr>
<td>Annual number of soil improvement operations</td>
<td>From 0 to 2</td>
</tr>
<tr>
<td>Annual number of fertilization operations</td>
<td>From 0 to 8</td>
</tr>
<tr>
<td>Annual number of chemical weedicides</td>
<td>From 0 to 4</td>
</tr>
<tr>
<td>Annual number of mechanical weedicides</td>
<td>From 0 to 3</td>
</tr>
<tr>
<td>Annual number of weedicides</td>
<td>From 0 to 5</td>
</tr>
<tr>
<td>Annual number of fungicide sprayings</td>
<td>From 0 to 4</td>
</tr>
</tbody>
</table>

a Mean of 10 measurements per plot.
b Mean of five holes per plot.
c Mean of five evaluations repeated twice in the year.
Another evaluation of *M. citricolor* attacks was carried out on the final annual inspection of the plots. All the coffee trees of the study plots (100 coffee trees per plot in general) were scored according to an attack intensity scale where 0 = healthy plant; 1 = plant hardly attacked, an attack usually located on part of the tree, with little defoliation; 2 = moderately attacked plant, a virtually generalized attack with few lesions per leaf and moderate defoliation; and 3 = severely attacked plant, generalized attack with numerous lesions per leaf and severe defoliation. A synthetic index (*Ia*), between 0 and 1, which reflected attack intensity on a plot scale, was calculated as follows:

\[
I_a = \frac{\sum_{i=1}^{N} n_i}{3N}
\]

where \(N\) is the number of coffee trees in the plot and \(n_i\) the number of coffee trees scored \(i\) on the attack intensity scale.

*Imax*, *Smax*, and *Ia* were first described (skewness and kurtosis) and compared (Pearson correlation coefficient) in order to choose the disease variable to be modeled.

**Statistical analyses.** The modeling technique used was partial least-squares regression via spline functions (PLSS) (13). It offers an additive nonlinear extension (18) to the linear partial least-squares regression (PLS) model (17,40,47,48).

PLS helps to reduce the drawbacks of principal components regression. In fact, the latter regresses responses on the summaries of predictors provided by the principal components of greatest variance, which are not necessarily the most explanatory. On the other hand, PLS regression constructs principal components of the space of the predictors by maximizing the quality of their relationship with the variable to be explained. In addition, PLS is efficient when few observations are available compared with the number of predictors, and when the latter are linked to each other, which is often the case in survey studies. PLS is particularly used in the fields of chemistry and agrifood matters (17,19,40,47,48). It has been used in crop protection, for example, to model leaf wetness from microclimatic data (6), and to assess how certain forest stand characteristics affect the development of the pine processionary caterpillar (40).

PLSS can be viewed as linear PLS regression of the response *Y* onto the coding matrix *B* whose columns are constructed by transforming the predictors *X* through *B*-spline basis functions (13); in short, PLSS(*X*, *Y*) = PLS(B, *Y*).

The PLSS model falls within the category of additive models (18), \( Y = f_1(X_1) + \ldots + f_p(X_p) + e \), where \( f_j \) is a spline (i.e., a piecewise polynomial function which captures the influence of predictor \( X_j \) on the response \( Y \) through the construction of \( A \) components). Note that all the variables are standardized. The splines used here are of first or second degree for quantitative predictors, which gives piecewise linear or quadratic functions respectively. They are of degree 0 for qualitative predictors, thus giving piecewise constant functions. The connection points between the different pieces are called the “knots”; they are located within the range of the predictor values. Along with the degree and number \( A \) of components in the model, they form part of the tuning parameters of the method. If no knot is used and the degree is 1, the PLSS linear regression model is found.

One of the advantages of local polynomials is that the model is quite robust when faced with a problem of extreme values of the predictors, because the *B*-spline basis functions used in PLSS vanish outside an interval of knots (13). One limitation is that a spline function \( f_a \) is null outside the range of the predictor *X*, meaning that prediction through PLSS is efficient only when the observation to be predicted lies within the range of the training sample. PLSS also inherits some advantages of PLS as regards problems of data scarcity and multicollinearity among predictors.

The quality of PLSS models is measured by two indicators. The percentage of variance of the response explained by the principal components is a goodness-of-fit criterion. The prediction residual sum of squares (PRESS), obtained by cross-validation, is a goodness-of-prediction criterion. Cross-validation consists of removing a certain number of individuals in blocks from the data set, predicting their value from the model constructed with the remaining data, and comparing the predictions obtained with the real values. The operation is repeated until all the individuals have been removed and predicted. The smaller the PRESS is, the greater is the goodness-of-prediction. A value >1 means that the prediction given by the model is no better than the prediction of the response by its mean. In such a case, the model is rejected.

In addition, cross-validation can be used to determine the number \( A \) of principal components to be kept in the model. Indeed, the PRESS value is a function of \( A \). The number chosen is the one that gives the lowest PRESS value. In our study, in order to determine \( A \), a campaign of cross-validation experiments was conducted by using different percentages of left-predicted observations (1, 5, 10, 20, and 25%). The observations were selected following their natural position in the matrix of data (i.e., according to the sampling year as the first criterion of organization, and the region they belonged to as the second criterion. The mean curve was adopted to evaluate the PRESS value.

The other PLSS tuning parameters, the degree of the splines and the number and location of knots, need to be carefully chosen for each predictor. The fact that no automatic procedure is available for selecting those parameters can be considered as a drawback as well as an advantage. On the one hand, manual selection of parameters is laborious; however, on the other hand, it enables the user to take account of prior knowledge of the data at hand in the model-building stage. In our study, tuning parameters were chosen for the continuous variables by taking an ascending approach (13). The categorical variables with few levels always were transformed by splines of degree 0. In the ascending approach, starting from linear transformations of continuous variables, the degree of the splines and number of knots is gradually increased while improving the goodness-of-prediction by cross-validation. There is no absolute rule for stopping the ascending approach. The usual rule consists of finding a balance between the complexity of the model on the one hand (i.e., the number of components, the degree of the splines, and the number

![Fig. 2. Average rainfall distribution in Costa Rica in 2002 and 2003. Data for 21 rain gauges grouped by fortnightly periods. The vertical lines indicate minimum and maximum values.](image-url)
of knots; the higher the degree and the larger the number of knots, the more difficult interpreting the model becomes), and the goodness-of-fit and the goodness-of-prediction on the other hand.

In the final phase of the model-building stage, called the “backward pruning step,” the predictors whose influence on the response is judged negligible can be eliminated. That influence is evaluated for each predictor by the range of the variable transformed by its spline function: the smaller the range, the more the effect of the predictor is considered negligible. Elimination is accepted if it does not increase the PRESS value.

For these analyses, we used the PLSS regression program written by Durand (personal communication) in the R language (32), which is available on the website of the Mathematics Department of the University of Montpellier II, France.

One of the first uses of an additive spline extension similar to PLSS (15) was on sensory analysis data (19). This approach proved to be useful because it revealed nonlinear relationships between the sensory characteristics of different products and dependent hedonic variables.

RESULTS

Epidemic dynamics. The development of *M. citricolor* was highly dependent upon rainfall (Fig. 3). A reduction in rainfall

---

**Fig. 3.** Variation in incidence (percentages of infected young leaves, continuous lines) and severity (number of lesions for 10 young leaves, dotted lines) of American leaf spot disease of coffee depending on rainfall (histograms). **A,** Plot in Central Valley, 1,400 m above sea level, south-facing slope, 17% slope, distance between coffee rows 1.3 m, no shading. **B,** Plot at Tarrazú, 1,500 m above sea level, northeast-facing slope, 40% slope, distance between coffee rows 2.2 m, 26% shading. **C,** Plot in Western Valley, 1,375 m above sea level, west-facing slope, 32% slope, distance between coffee rows 1.7 m, no shading. **D,** Plot at Coto Brus, 1,002 m above sea level, west-facing slope, 35% slope, distance between coffee rows 2.2 m, 9% shading.
was reflected in a deceleration in the epidemic progress, or even a decrement. Sometimes, the slowing down occurred after the short dry season (Fig. 3B and C) and at the end of the rainy season (Fig. 3A, B, and D). It should be noted that the incidence (i.e., the percentage of diseased young leaves) and the severity (i.e., the number of lesions in relation to the number of young leaves) evolved in a similar way.

Ia did not vary in the same way, between the two study years, for all 34 replicated plots. For 13 of them, scattered in the four sampled regions, there was a clear increase of Ia (+0.20 on average); for 3 plots (two regions), a decrease happened (–0.14 on average); and for 18 plots (four regions), Ia was quite similar (–0.01 on average). In this last case, Ia had very low values in general (<0.05 on average for both years). These different behaviors for plots, sometimes close geographically, suggested that local factors, such as cropping practices, and not regional factors alone, such as altitude, affected Ia. Moreover, the observed variations between the two study years suggested that variables different from site covariates had an effect on the epidemics.

**Description of variables characterizing the epidemic.** The attack intensity index (Ia), the annual maximum incidence (Imax), and the annual maximum severity (Smax) were correlated: the coefficients of linear correlation were all very high and highly significant (Table 4).

Ia displayed a distribution that was more spread out: the positive dissymmetry was less strong and the kurtosis was greater than for Imax and Smax (Table 4). Therefore, Ia seemed to provide greater discrimination between attack levels. In addition, the evaluation of incidence and severity seemed to be less precise at the end of the year, due to the small numbers of leaves present at that time of year in several plots.

**The main predictors of Ia by PLSS regression.** For the reasons given above, we chose to model the response Ia by PLSS regression. The predictors retained in the model, the polynomial degrees, and the number and the location of knots, are indicated in Table 5.

The similar shape of the PRESS curves obtained for the different experiments achieved by using different percentages (1, 5, 10, 20, and 25%) of left-predicted observations and the fact that those curves were close to the mean curve gave evidence of the robustness of the model (Fig. 4). The lowest PRESS value for the mean curve corresponded to the optimum dimension 7 (PRESS = 0.60). This value, which is quite high, suggests that the prediction of the response was not very good. That might be explained by the existence of a large number of null Ia values that were poorly predicted by the model (Fig. 5). Another possible reason was the presence of two qualitative predictors with a small number of categories (four and five) (Table 5) that made it difficult to predict the continuous variable Ia. However, 64.2% of the variance of Ia was reconstituted by the first seven components of the model. The goodness-of-fit was reflected in a standard error of 0.14 (Fig. 5) for observed values of Ia ranging from 0.00 to 0.90 (Table 4).

Although the model could not predict Ia well, it did, given the goodness-of-fit, detect the main predictors and the nature of their links to Ia. The hierarchy of predictors was established in accordance with the range of their values transformed by their respective spline function. The most influential variables were related to plot

---

**Table 4. Description of variables characterizing the Mycena citricolor epidemic**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pearson correlation coefficient&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Range of values</th>
<th>Fischer skewness coefficient</th>
<th>Pearson kurtosis coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia</td>
<td>1</td>
<td>0.87**</td>
<td>0.00–0.90</td>
<td>1.29</td>
</tr>
<tr>
<td>Imax</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Smax</td>
<td>...</td>
<td>...</td>
<td>0.00–6.11</td>
<td>2.89</td>
</tr>
</tbody>
</table>

<sup>2</sup> Ia = index of attack intensity, \( \frac{1}{N} \sum_{i=1}^{N} \frac{i}{N} \), where \( N \) is the number of coffee trees in the plot and \( n_i \) the number of coffee trees scored \( i \) in the severity scale (text provides more details). Imax = annual maximum incidence (maximum percentage of diseased young leaves in the year), Smax = annual maximum severity (maximum value in the year for the number of lesions:number of young leaves ratio), and ** = level of significance, \( P<0.01 \).

---

**Table 5. Selected degrees and knots for the predictors retained in the final partial least-squares regression via the spline functions model**

<table>
<thead>
<tr>
<th>Degree</th>
<th>Altitude</th>
<th>Slope exposure</th>
<th>Slope inclination</th>
<th>Distance between rows</th>
<th>Shade percentage</th>
<th>Coffee tree height</th>
<th>Annual no. of fertilization operations</th>
<th>Shade type&lt;sup&gt;3&lt;/sup&gt;</th>
<th>Coffee tree pruning system&lt;sup&gt;3&lt;/sup&gt;</th>
<th>Short drought&lt;sup&gt;4&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Knots</td>
<td>...</td>
<td>90, 180, 270</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>1.5, 2.5, 3.5, 4.5</td>
<td>1.5, 2.5, 3.5</td>
<td>...</td>
</tr>
</tbody>
</table>

<sup>3</sup> For the qualitative predictors, the degree is 0 and the number of knots is \( n–1 \), where \( n \) is the number of categories. The knot location is chosen in order to separate the categories.

<sup>4</sup> From the second half of June to August.
topography (altitude, slope aspect, and slope inclination). However, it cannot be completely excluded that some site-covariates, such as topography, appeared slightly more important than they truly were because of the presence of pseudo-replications in the data set. Nonlinear relationships appeared clearly between altitude and slope aspect on the one hand and \( I_a \) on the other (Fig. 6). Altitudes between 1,100 and 1,550 m seemed to be more favorable to \( M. \) *citricolor* development. The optimum altitude appeared to be located at approximately the midpoint (1,368 m). Slopes were conducive to fungus development (mainly \( >20\% \)), but eastern-facing slopes were clearly less affected than the others. Variables in the model that characterized crop management or the coffee tree (distance between rows, shade percentage, coffee tree height, annual number of fertilizer applications, type of shading, and pruning system) were less influential (Figs. 6 and 7). Coffee tree rows that were well separated from each other (particularly \( >1.9 \) m), and a large number of fertilizer applications (more than three per year) were less suitable conditions for \( M. \) *citricolor*. Conversely, tall coffee trees (especially \( >1.9 \) m) and shading (mainly \( >11\% \)) seemed to provide more suitable conditions for the fungus. The most favorable shade for the fungus was that provided by fruit trees or forest species. An absence of pruning also acted in favor of the fungus. The most severe pruning system, by blocks, was the most unfavorable. Rainfall during the short dry season was the final variable to be entered into the model (Fig. 7). The wetter that period, the more intense were the epidemics.

**Regional effect on \( I_a \).** Introducing a region variable into the model did not greatly improve it. The goodness-of-fit was slightly better (66.5% of the variance of \( I_a \) was explained by the first seven components of the model compared with 64.2% in the previous model), but the goodness-of-prediction decreased (optimal mean PRESS = 0.62 compared with 0.60 in the previous model). The region factor was not one of the most important predictors in the new model; it was ranked ninth, ahead of shading type and rainfall in the short dry season, thus indicating that the region variable was a minor predictor. In the results shown in Table 6, the regional effect on \( I_a \), which was significant, probably is confounded partly with altitude effects, because major regional differences existed for that factor. The regions also differed for other factors but in a less pronounced way: slope inclination, height of the coffee trees, or even the type of shading. Although the \( \chi^2 \) test was not performed because some of the expected values were under five, the high value of \( \chi^2 \) suggests a strong relation between region and the type of shading.

**DISCUSSION**

By showing that numerous factors of different types affect the development of American leaf spot of coffee, our study illustrated the complexity of the \( M. \) *citricolor--Coffea arabica* pathosystem. That complexity was increased by the existence of nonlinear relationships between variables, which were captured by PLSS. Greater complexity would have arisen if interactions had existed between the variables, as is the case in other pathosystems (8,37,42). However, using the latest version of PLSS, which took into account all the bivariate interactions (14), we verified that there was no interaction between the variables used in the model. However, we cannot rule out having omitted some complex interactions involving more than two variables, or variables that were not used in the model.

Our study revealed the importance of topographical factors in the development of \( M. \) *citricolor* epidemics. The fungus appeared to be favored particularly by regions between ±1,100 and 1,550 m above sea level, where temperatures were cool without being excessively cold, which probably contributed to shortening the latency period. This observation explains the good results with artificial inoculations when the incubation temperature for inoculated leaves was 20°C (29–31). It also indicated why \( M. \) *citricolor* is a major constraint for coffee growing at altitudes where the best coffee in Costa Rica are produced. Although the effect of altitude on the fungus already had been reported in Central America (2), the effect of slope exposure had never been documented. Eastern-facing slopes were much less attacked, probably because, in the tropics, those slopes benefit from longer exposure to sunshine, which reduces leaf wetness duration and, thus, the rate of successful infections (46). Indeed, even during the rainy season, which can last for almost 10 months, the morning climate is generally sunny, with banks of cloud forming in late morning or early afternoon. Conversely, the other slopes, particularly western-facing slopes, received less sunshine because of cloudiness. The effect of the slope inclination also could be interpreted by a shading effect in the plots, which was potentially greater when the slopes were steeper. Our results tallied with those obtained on certain diseases of forest species in temperate or cold climates. In fact, topography is a factor that strongly influences parasite development or the expression of the diseases they cause (5,9,28,34). To our knowledge, our study is one of the first references on the subject concerning a tropical cultivated species. The topographical effects we found suggested more complex effects linked to the position of the plot on the hillside and the influence of the adjacent relief on that plot. This point is particularly important for oak decline caused by the genus Armillaria (5) or white pine blister rust caused by *Cronartium ribicola* (9). In the case of \( M. \) *citricolor*, it is likely that the position of a plot at the bottom of a deep valley mostly remaining in the shade, regardless of the direction of the slope on which it is sited, would be conducive to disease development. Including that variable (i.e., plot position) might make it possible to improve the quality of the model. Given these results, consideration could be given to mapping epidemic risks, taking into account topographical factors that affect the disease, as has been produced for the Swiss needle cast disease (34).

Epidemic risks due to topographical effects might be increased or decreased depending on certain crop management variables. A
way of reducing the risk is to reduce the percentage of shade provided by species planted with coffee trees. In fact, shade trees intercept radiation, reduce wind speed, and probably increase the leaf wetness duration (20), which helps to forestall gemmae desiccation and promote infection (46). The effect of shade is particularly marked when provided by fruit trees or forest species, probably because such trees are only lightly pruned or not pruned at all during the year, unlike legumes or even banana plants, which are pruned regularly. Shade also may be reduced by increasing the distance between coffee planting rows, which reduces intraspecific shading, with effects similar to those already mentioned for the shade provided by cultivated species grown with coffee trees. In addition, that practice probably reduces the possibilities of infection from row to row. Indeed, Wellman (46) reported quite short (<60 cm) horizontal distances for gemmae dissemination by splashing. Coffee tree height is also a factor that influences fungus development: taller trees cast more shade. Introducing a pruning system whose immediate effect would be to

Fig. 6. Representation of the largest first 4 predictors (out of 10) transformed by the spline functions of the partial least-squares regression via the spline functions model to predict the American leaf spot attack intensity index ($I_a$). Predictors are standardized and the transformed values are centered. The predictors are presented in decreasing order of influence from left to right and top to bottom, according to the range of the transformed values. The dashed lines indicate the location of knots. The solid lines indicate the minimum, maximum, and some critical values for each quantitative predictor. Tables 1 and 2 provide details about the predictors. The meaning of $I_a$ is described in the text.
Fig. 7. Representation of the final 6 predictors (out of 10) transformed by the spline functions of the partial least-squares regression via the spline functions model to predict the American leaf spot attack intensity index (Ia). Predictors are standardized and the transformed values are centered. The predictors are presented in decreasing order of influence from left to right and top to bottom, according to the range of the transformed values. The dashed lines indicate the location of knots. The solid lines indicate the minimum, maximum, and some critical values for each quantitative predictor. Tables 1, 2, and 3 provide details about the predictors. The meaning of Ia is described in the text.
eliminate inoculum and reduce tree height consequently helps to reduce epidemic risks. Pruning by blocks appears to be particularly effective. Indeed, when cutting back is carried out, it can lead to the complete removal of all foliage over a large area, which can be unfavorable to fungus development. However, if there is too long an interval between pruning rounds for this type of system, and if trees are allowed to grow tall, it could lead to an increase in epidemic risks, as explained earlier. Fertilization appears to be unfavorable to epidemic development, most probably because good nutritional conditions might lead to a dilution of the disease, through an increase of host foliage that is faster than the epidemic (21). Defoliation caused by the disease also may appear to be less severe when plots are well fertilized.

Rainfall in the short dry period in the middle of the rainy season seems to play a strong role in epidemic development. That period is characterized by a succession of rainy days followed by days without rain. Dry spells probably affected the production and release of gemmae, and certainly had an effect on their viability. Wellman (46) reported that detached gemmae kept dry for 3 days and for the predictors retained in the partial least-squares regression via the spline functions model (means for quantitative variables or percentage of plots in the main category for qualitative variables)\(^{a}\)

<table>
<thead>
<tr>
<th>Region</th>
<th>(\lambda)</th>
<th>Altitude (m)</th>
<th>Slope inclination</th>
<th>Distance between rows</th>
<th>Shade percentage</th>
<th>Coffee tree height</th>
<th>Annual no. of fertilization operations</th>
<th>Short drought</th>
<th>Slope exposure</th>
<th>Shade type</th>
<th>Coffee tree pruning system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Western Valley</td>
<td>0.34 a</td>
<td>1,402 b</td>
<td>19 b</td>
<td>1.76</td>
<td>9</td>
<td>1.68 b</td>
<td>2.2</td>
<td>869</td>
<td>40% west</td>
<td>53% NS</td>
<td>40% by block</td>
</tr>
<tr>
<td>Central Valley</td>
<td>0.16 b</td>
<td>1,426 b</td>
<td>18 b</td>
<td>1.77</td>
<td>8</td>
<td>1.81 ab</td>
<td>3.1</td>
<td>741</td>
<td>43% west</td>
<td>53% NS</td>
<td>50% by tree</td>
</tr>
<tr>
<td>Coto Brus</td>
<td>0.16 b</td>
<td>1,071 c</td>
<td>25 ab</td>
<td>1.95</td>
<td>17</td>
<td>1.97 a</td>
<td>2.1</td>
<td>760</td>
<td>33% east</td>
<td>36% LO</td>
<td>77% by tree</td>
</tr>
<tr>
<td>Tarrazú</td>
<td>0.14 b</td>
<td>1,582 a</td>
<td>32 a</td>
<td>1.70</td>
<td>12</td>
<td>1.97 a</td>
<td>3.0</td>
<td>755</td>
<td>46% north</td>
<td>64% LO</td>
<td>87% by tree</td>
</tr>
</tbody>
</table>

\(^{a}\)For quantitative variables, analysis of variance and Newman-Keuls mean comparison tests were performed; for qualitative variables, \(\chi^2\) values were calculated; * and ** = level of significance at \(P < 0.05\) and 0.01, respectively. Data followed by the same letter are not significantly different according to the Newman-Keuls test \((P > 0.05)\). For slope exposure, quantitative data were categorized as follows: North is [325, 360], [0, 45], East is [45, 135], South is [135, 225], and West is [225, 325]. The Turrialba region is not included in this analysis because only three plots were sampled, and only in 2003.

\(^{b}\)From the second half of June to August.

\(^{c}\)NP indicates \(\chi^2\) test was not performed because some of the expected values were <5.

\(^{d}\)NS = no shade and LO = legumes only.

\(^{e}\)Value \(DF\) ...

\(^{f}\)Value (Df) … … … … … … … … 11.0 NP … … … … … … … … 11.0 NP (9) … … … … … … … … 11.0 NP (9)

\(^{g}\)From the second half of June to August.
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